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Large language models (LLMs) represent the forefront of artificial intelli-
gence in natural language processing. To effectively contribute to this area of
research, it is important to understand the underlying fundamentals and ar-
chitectures of LLMs. This literature review aims to present a history of LLMs,
some fundamental concepts of the LLM architecture, and then compare and
contrast several well-known models as well as more recent advances in the
field. Reviewing many architectures together, pros and cons of the varying
design decisions will be shown with the goal of increasing understanding of
the field to help further research.
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1 INTRODUCTION
Large language models represent the forefront of artificial intelli-
gence in natural language processing. To effectively contribute to
this area of research, it is important to understand the underlying
fundamentals and architectures of LLMs. Models have nuances in
their designs and training methodologies, challenges in their devel-
opment life cycles and deployments, and strengths and weaknesses
in their model decisions.

Natural language processing and neural networks became especially
popular in the 1990s, leading to deep learning and then the novel
Transformer architecture from which most LLMs are based today.
Understanding the layers of this architecture is a crucial first step
in understanding the most recent developments in LLMs, including
how they are trained, fine-tuned, deployed, and used.

This literature review begins with some previous work and funda-
mentals of LLMs, describes the most common steps in the develop-
ment life cycle, then focuses on reviewing the architectures of 14
large language models, comparing their design decisions. The rest
of the paper is organized as follows: 2) History and Fundamentals,
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3) Development Life Cycle, 4) Architectures, 5) Deployment, 6) Use
Cases and Challenges, and 7) Discussion and Future Work.

2 HISTORY AND FUNDAMENTALS

2.1 History of LLMs
Large language models (LLMs) are based on artificial neural net-
works and have grown in use and improvement for a hundred years.
LLMs can be traced back to the 1800s when languages and semantics
were studied by Michel Breal, a French philologist [26]. Languages
as systems were studied in the early 1900s at the University of
Geneva, leading to the publication of Language as a Science in 1916.
In 1959, Arthur Samuel at IBM created a computer game of check-
ers that was described as "machine learning". The first artificial
neural network was called the Mark 1 Perceptron in 1958 [26] and
laid the groundwork for standardizing software across different
computers.

The first natural language programming (NLP) is credited by Joseph
Weizenbaum in 1966 at MIT, a program called ELIZA. It was able
to take input and respond with a programmed answer based on
pre-defined rules [2]. Due to small amounts of data storage and
very slow processing speeds, development of language models did
not grow in the 1970s, but by the 1980s IBM developed a first small
language model that could predict the next word in a sentence using
statistics. This statistical work along with increased computational
power, improved machine algorithms, and the large amounts of data
available on the internet led to a boom in NLP in the 1990s.

The Recurrent Neural Network (RNN) was introduced in 1986 [70],
a novel approach to neural networks that could handle input and
output of varying sizes because of a recursive processing unit and
hidden state that remembers the past. The basic RNN could easily be-
come overloaded due to trying to remember too much information.
A variant of RNN, Long Short-Term Memory (LSTM) was intro-
duced in 1997, leading to deep learning where machine learning
was combined with neural networks and many more layers. LSTM
was able to remember more information with its input, output, and
forget gates along with a sigmoid function. Deep learning became
widespread in the 2010s, used in everyday households with Apple’s
Siri. In 2010, Stanford introduced The CoreNLP suite, and in 2011,
Google introduced Google Brain, both of which helped researchers
solve much more complex machine learning problems.

In 2017 the Transformer architecture was introduced [48], the most
common architecture used in generative AI today. Google researchers
released BERT in 2019, a bidirectional encoder representation from
the Transformer architecture [18]. Then in 2022, OpenAI released
ChatGPT that brought generative AI into a new dimension, allowing
for entire conversations as well as generation of resumes, speeches,
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Table 1. Literature Review Papers

Author Year Title

Cho et al. [19] 2014 Learning Phrase Representations using RNN Encoder-Decoder...
Vaswani et al. [67] 2017 Attention Is All You Need
Devlin et al. [23] 2019 BERT: Pre-training of Deep Bidirectional Transformers...
Liu et al. [44] 2019 RoBERTa: A Robustly Optimized BERT Pretraining Approach
Lewis et al. [42] 2019 BART: Denoising Sequence-to-Sequence Pre-training...
Touvron et al. [66] 2023 LLaMA: Open and Efficient Foundation Language Models
Hal Koss [39] 2023 What is Claude AI...
Fayyazi et al. [57] 2024 Advancing TTP Analysis...
Zhang et al. [73] 2024 TinyLlama: An Open-Source Small Language Model
Reid et al. [56] 2024 Gemini 1.5: Unlocking multimodal understanding...
Pan et al. [53] 2024 Unifying Large Language Models and Knowledge Graphs: A Roadmap
Liu et al. [43] 2024 From LLM to Conversational Agent...
Zhan et al. [72] 2024 AnyGPT: Unified Multimodal LLM...
Cong et al. [21] 2024 AttentionLego: An Open-Source Building Block...
Park et al. [55] 2024 Any-Precision LLM: Low-Cost Deployment...
Xuchen Suo [65] 2024 Signed-Prompt: A New Approach...

images, and more. See Figure 1 for a brief outline of the history of
LLMs [2].

Fig. 1. History of Large Language Models from [2]

2.2 Fundamentals of LLMs
At the most basic level, a machine learning model is a computer
program that can recognize patterns in input data, then make pre-
dictions from those patterns to generate output data [11]. These
models use machine learning algorithms to perform the prediction
tasks. The most common machine learning algorithms are super-
vised learning, unsupervised learning, and reinforcement learning.
With supervised learning, the input data is labeled so the algorithm
can learn from the labels, where in unsupervised learning, there
are no labels so the algorithm must learn from patterns in the data.
Some algorithms use semi-supervised learning, a combination of
both supervised and unsupervised learning. Reinforcement learning
assigns positive and negative values to the algorithm results, trying
to encourage certain results while discouraging others, a trial-and-
error learning process. In all these cases, the algorithms are trained
with input data by the machine learning engineers.

Training an algorithm involves first setting hyperparameters, for
example the number of clusters to use in a pattern-matching clus-
tering algorithm, or the number of branches to use in a decision
tree algorithm. These parameters guide the algorithm and lead to

output parameters, such as weights and biases. LLMs today are
training with billions or even trillions of parameters allowing the
models to learn natural language processing as well as context,
semantics, and nuances [20]. Training on a few hyperparameters
is relatively straightforward, while training LLMs with billions of
parameters presents challenges in computational resources and cost
[68].

Two main types of machine learning models are those used for re-
gression and those used for classification or prediction. The under-
lying algorithms used are regression algorithms and classification
algorithms [61]. In a regression algorithm, a prediction is made
based on past input and output using metrics like Mean Absolute
Error (MAE), Mean Squared Error (MSE) and Root Mean Squared
Error (RMSE). In this case, the target variable is continuous. Using
these metrics, there are different types of regression models that are
often used, including linear regression, ridge regression, and lasso
regression.

Classification algorithms are used to predict a "discrete outcome"
based on classes or categories [61]. Classifications can be binary
or multi-class depending on the possible outcomes. Classification
algorithms are measured for their accuracy, precision, and recall.
Common classification models include logistic regression and K-
nearest neighbors. Tree-based models are also commonly used for
both classification and regression problems. The trees can be de-
cision trees, breaking a problem down into branches of decisions,
and random forests that are decision trees with less overfitting. The
models described are supervised machine learning models, while
there are also popular unsupervised clustering algorithms. K-Means
Clustering is a common model that tries to group similar unlabeled
objects together into K clusters.

The training of a LLM is the process of teaching the model to make
decisions or predictions. To train a model, there must be data, algo-
rithms, adjustable parameters for fitting the data, a loss function to
measure the difference between the model predictions and actuality,
and optimizations [10]. By training a model, it is able to better gen-
eralize its findings on new data, it is better able to recognize patterns
in data, and it will be better able to be automated. To properly train a
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model, there must be well-prepared data, the appropriate algorithm
for classification, regression, or clustering, evaluation, parameter
tuning, and optimization, all in a very delicate balance.

There are challenges associated with LLMs, both with the models
and the data sets. To train a LLM uses significant computational
power and very advanced hardware that is hard to obtain and ex-
pensive, as well as adding an "environmental toll" with the massive
resources needed [59]. During training, it is common that a model
can suffer from overfitting or underfitting [49]. Overfitting is when
a model is too complex and is able to memorize the training data
instead of actually learning data patterns. This model will appear
to be very precise with the training data, but will perform poorly
with new data. Similarly, underfitting is when a model is too simple
to understand data patterns and performs poorly. There are ethical
considerations around the training data, whereby if the model is
trained on biased data, it will output non-diverse responses [59].
Similarly, there are data privacy concerns with the data the model
is trained on [59]. It is crucial that the creators of LLMs are aware
of the challenges and address them with transparency and responsi-
bility.

3 DEVELOPMENT LIFE CYCLE
LLMs are built from several components that all work together to
understand the human language [64]. These key components can
be seen in Figure 2.

Fig. 2. LLM Building Blocks from [64]

3.1 Data collection and preprocessing
Training large language models involves data collection and prepro-
cessing, a series of steps for cleaning and tokenizing the data. There
is also model configuration of the hyperparameters.

Data is collected from massive datasets, web pages, books, and more
to provide the model with a large range of concepts and languages,
also known as a corpus [47]. The corpus is then cleaned to remove

invalid or incorrect characters and duplicates, as well as removing
personally identifiable information. The data preparation step is
crucial so the model is trained on the most accurate and complete
data, leading to better output results [9]. However, as data is cleaned,
there may be missing values or outliers in the values that need to
be corrected or removed.

Once the data has been cleaned, it is transformed into a format the
algorithm can understand, usually some type of data normalization.
Often times this format is feature scaling or feature encoding. In
these processes, values that are on different scales or in varying
categories need to be normalized into one universal scale for the
algorithm to be able to comprehend.

Data tokenization involves splitting text into small individual tokens.
The value of a token is mapped to some part of the plaintext data,
and all the token mappings are stored in a database. There are many
algorithms for tokenizing data, and the challenge is finding the best
location for the tokenization split to provide meaning and context
to each token. Word level tokenization splits a sentence into each
word, as opposed to character level tokenization that splits each
sentence into every character in every word. Another common
algorithm is Byte Pair Encoding (BPE) which merges commonly
occurring characters by splitting the word into sub-words, such
as the beginning and end of the word [33]. Tokenization methods
choose varying token sizes, where smaller tokens use less memory
and are more flexible but are not able to understand context. Larger
tokens increase efficiency and allow for understanding of context,
but are more memory-intensive [32].

The preprocessing pipeline can be seen in Figure 3.

Fig. 3. Data Preprocessing Pipeline from [47]

3.2 Data embedding
Data embedding is the process of converting words into vectors of
numbers. The length of the vector of numbers is variable and can
be tuned as a hyperparameter of the model. The columns of the
vector can represent features of the words, such as size, color, etc.
One issue with embeddings is that multiple meanings of a word will
be represented as the same embedding, but the attention layer is
helpful for these cases [38].

Input embeddings convert words into vectors of numbers to be
used by the model. The simplest form of embedding is the one-hot
encoding method, where every word in the input data is represented
as a vector of all zeros and a single one at the position of that word
in the vocabulary. Depending on the vocabulary size N, every word
would be represented as a vector of N-1 zeros and a single one. This
method is simple but does not retain context of words, resulting in
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words with multiple meanings to have the same vector embedding
[38].

Term frequency-inverse document frequency (TF-IDF) is an embed-
ding strategy where words are assigned a weight based on a word’s
frequency in a document and its inverse document frequency. A TF-
IDF score is high when a word appears frequently in one document
but rarely in an entire corpus of documents, showing its importance
in one document yet rarity overall. TF-IDF helps capture context,
but is ineffective in capturing the semantics of words.

For semantic capturing, one popular technique is Word2Vec [38].
This technique uses a neural network to be able to predict the
surrounding words of an input word, learning word associations.
Another word embedding technique is GloVe, which uses a "co-
occurrence matrix", keeping track of how often two words appear
together, thus learning word associations. Both these techniques,
however, are unable to encode words that are not in the vocabulary,
and both techniques struggle with sentence context [37]. A sentence
embedding technique is embedding from language models (ELMo)
[38]. ELMo is able to learn the meaning of words and their context,
assigning the same word different embeddings depending on the
sentence in which it appears. ElMo uses a bi-directional LSTM
network to produce its vector representations, achieving "state of the
art results" but also being computationally expensive [7].

In one novel approach named Landmark Embedding, Kun et al. [45]
used a "chunking-free embedding method" where long sentences
could be kept intact instead of tokenized. Landmark tokens were
used at the end of each sentence to keep together semantics of that
sentence, while also holding together the related sentences. The
landmark tokens also helped with retrieval of information, being
able to label the exact boundaries of information.

Regardless of the embedding algorithm chosen, the tokenized input
data into a LLM is converted into numerical vectors that are then
stored in a vector database for quick responses. These vectors encode
the tokens and their relationships so the model can understand
context. See Figure 4.

3.3 Data normalization
In the data normalization step, the data is transformed so that its
mean is close to zero and its standard deviation is close to one,
also known as standardization of the data. Common normalization
techniques include batch normalization and layer normalization [6].
Batch normalization uses batch statistics to process data in batches,
but for small batch sizes, the batch mean and standard deviation
values will not be meaningful [17]. Batch normalization works well
for mini-batch training and can help with the problem of overfitting,
but can also cause slowness in training [29]. Layer normalization
calculates normalization for each layer per data point instead of per
batch. This normalization technique can be used with any batch size
and is simpler to implement, but may not outperform batch normal-
ization for large batch sizes [29]. In batch normalization, there is a
dependency on batch size, but not so for layer normalization. Batch
normalization is able to normalize each feature across each small

Fig. 4. Flow of Data in LLM from [15]

batch, while layer normalization works on the inputs in the batch
"independently across all features" [17].

3.4 Attention
The attention layer of a LLM is used to discover relationships be-
tween tokens and find "long-range dependencies" [64], deciding
what information in the input is the most important and help with
ambiguity of words. This layer is usually highly parallelized for
efficiency. This is a crucial layer of the LLM as it looks at the tokens
in relation to each other to discover context, dependencies, and re-
lationships. There are different types of attention strategies, such as
self-attention, cross attention, sparse attention, and flash attention
[50]. Specifically, the self-attention mechanism allows the model to
focus on different parts of the input at the same time instead of step-
by-step [28]. By using weighted sums of the values it receives from
the previous layer, this layer is able to pay attention to certain parts
of the input using query, key, and value representations. Key, query,
and value matrices are matrices of values that are populated during
training. As embedding vectors come into the attention layer, the
values within the vectors are updated as new weights are calculated
based on context, then the vectors can be sent back through the
model.

Similarity between words or tokens are measured using similarity
scores. A dot product calculation is a way to measure similarity,
multiplying embedding vectors of feature data. Tokens sharing simi-
lar features will yield higher values in corresponding vector indices,
resulting in a higher dot product score and causing them to cluster
together in the model. Cosine similarity is another way to measure
similarity, measuring the angle between two embeddings with a
result of a number between 1 and -1. Additionally, the scaled dot
product is a widely used technique for measuring similarity that
does the dot product divided by the length of the embedding vector,
creating manageable measurements for very large vectors.

, Vol. 1, No. 1, Article . Publication date: June 2025.



Large Language Model Architectures and Training Techniques: A Literature Review • 5

As mentioned, the matrices in a similarity computation are key and
query matrices which are used together to make a linear transforma-
tion matrix. This linear transformation is used in the dot product of
the input tokens in question, looking for the highest similarity score,
updating the embedding to one that is "better" [4]. A value matrix is
used to find the next best word in the sentence. The values matrix
is multiplied by the resulting similarity scores to then choose the
next word based on context. The similarity embedding knows the
features of words while the word embedding knows the sentence
context. A Softmax function is used in the attention layer to convert
the weights to normalized positive values, passing the values on to
the next step in the layer. See Figure 5 for the steps in the attention
layer.

Fig. 5. Attention Layer from [58]

In multi-head attention layers, the attention module is repeated
many times in parallel to give the Transformer the ability to en-
code relationships and nuances for each word. In this technique, an
embedding matrix is transformed using linear transformations to
create modified versions of the matrix, then each matrix is given a
score. The higher scoring embedding will be the embedding that
is chosen by the model. Multi-head attention uses many key and
query matrices to form multiple attention embeddings, then multi-
ple value matrices to transform similarity embeddings to context
embeddings. These results are concatenated into a high-dimensional
embedding, then transformed into a lower-dimensional embedding
[4]. By splitting the input embeddings across multiple attention
heads, the model is able to learn different aspects of the meanings
of words.

3.5 Feed-Forward
After the attention layer, the attention vectors go through a feed-
forward layer one at a time so they can be parallelized [54]. Feed-
forward layers are unidirectional, only looking forward, not back
in time. The model is able to capture features and patterns in this
layer.

3.6 Pre-training
Pre-training is a step that involves sending the prepared data as input
into the model repeatedly, teaching the model to choose more wisely
as its loss function improves. This step is unsupervised, whereby the
model is given unlabelled data. A loss function, or error function,
is an algorithm that quantifies the error between what the model
outputs and what is expected. This loss should be as small as possi-
ble for the model to output the most correctly. One common loss
function is the mean square error function (MSE), where for every
data point input into the model and every output value, a distance
is calculated between them. The error is this distance squared. The
average of all the distance squared values is the MSE, and linear
regression is the process of trying to minimize this MSE [5]. A loss
function attempts to maximize a likelihood, namely that the model
will choose the correct next token of all the possibilities. Input text
goes through the layers of the model, then output text is the prob-
ability distribution of all the possible next tokens at that location
in the sequence. The logarithm of that probability is calculated and
used in a sum for the loss function [24]. See Figure 6.

Fig. 6. Pre-training in GPT from [24]

3.7 Fine-tuning
Fine-tuning is a step that occurs further downstream in the model
on labelled supervised data. This layer also uses a loss function,
but the loss being computed is between the expected label and the
actual label from the model. This step trains the model on a specific
task so it can adapt what it learned in pre-training to that specific
task [36]. The model is able to retain what it already learned, but
by adjusting parameters, can specialize in the target domain. Fine-
tuning is accomplished in variousways, such as supervised, few-shot
learning, transfer learning, and domain-specific fine-tuning. In each
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case, the model is further trained on data, examples, or domain-
specific target data. The quality of the fine-tuning data is critical, as
well as the tuning of hyperparameters [25].

3.8 Transfer learning
Because of the fine-tuning step, LLMs are able to perform transfer
learning, being able to transfer knowledge from one source to a dif-
ferent target. Performing training on models is time consuming and
expensive, but with fine-tuning and transfer learning, models can
reuse training data across many different contexts [13]. Sentiment
Analysis is a common application of transfer learning, the process of
a model learning the sentiment or emotion of the text. Named Entity
Recognition (NER) is another common application of transfer learn-
ing, where the model is able to categorize named entities due to the
model parameters being adapted to the specific categorization task
[13]. Other transfer learning applications include text classification,
question answering systems, and language translation.

As with other layers of the LLM, there are concerns of bias in the
pre-training data which would then propagate through the fine-
tuning and into the transfer learning layers. Similarly, privacy and
security risks in the data would also propagate through the model.
Challenges in transfer learning include differences in the domains
and the data between them, leading to additional steps to adapt the
data between domains. There also needs to be plenty of data to train
against as well as large computational resources.

4 ARCHITECTURES
The architecture of LLMs involves multiple neural network layers,
including the embedding layers, the feed-forward layers, and the
recurrent layers [69] that all work together. The embedding layer
generates the input data embeddings so the model can hold semantic
and syntactic meanings. The feed-forward layer does transformation
on the embeddings to help the model understand "user intent in
inputs". The recurrent layer works on interpretation of the input
data, creating data associations.

4.1 History
LLMs started as predetermined rules and heuristics. For example,
Eliza, developed by Joseph Weizenbaum at MIT, would take the
user’s statement and rephrase it into a question, making it seem
conversational. Next came more statistical models that tried to pre-
dict the most likely output words given input. Neural networks
followed, using earlier models and artificial neurons that would
activate based on the output of other nodes [46].

A Recurrent Neural Network (RNN) is a type of neural network that
passes output from the previous step as input into the current step,
as opposed to the inputs and outputs being independent of each
other. The RNN contains a Hidden Layer that keeps a "hidden" or
"memory" state, remembering information about previous inputs.
In an RNN, the weight across the network stays the same, different
from deep neural networks where the weights change. At each unit
of the RNN, there is a current state that is calculated based on the
input state and the previous state. To train a RNN, the current state
is calculated which then becomes the input to the next step, going

as many steps as is necessary for the problem, leading to an output.
This output is compared to the actual target output and an error
is generated, then back-propagated to update the weights in the
network and train again [1].

Variations of the RNN include the Bidirectional Neural Network
(BiNN) and the Long Short-Term Memory (LSTM). LSTMs improve
on the RNN by being better able to handle long-term dependencies.
RNNs and LSTMs are still in use but tend to be used in conjunction
with the Transformer architecture. A Gated Recurrent Unit (GRU) is
a variation on the LSTM that tries to solve the "vanishing gradient
problem" [40] and was introduced by Kyunghyun Cho et al. in 2014
[19]. GRU uses update and reset gates that manage what information
is passed to the output. The update gate is used to determine how
much of past information should be passed forward in the model,
while the reset gate determines how much of past information
should be dropped.

In 2016, the Transformer architecture was founded, moving from
sequential to self-attention mechanisms. This architecture allowed
for the model to analyze all the words in a sequence at the same
time instead of one at a time. This is still the primary architecture
used today [22]. The Transformer has three key components: an
encoder, a decoder, and a self-attention mechanism. The novel self-
attention mechanism is what allows the model to keep long-range
dependencies. Most of the LLMs in use today are based on the Trans-
former architecture but with small modifications to the encoder or
decoder.

In a revolutionary paper, Vaswani et al. [67] proposed the Trans-
former architecture that is based on the attention mechanism and
does away with the recurrence model. As seen in Figure 7, there
is an encoder with some number of identical layers, each made up
of a multi-head self-attention mechanism and a feed-forward net-
work. There is also a decoder with some number of identical layers,
each made up of a masked multi-head attention layer, a multi-head
attention layer, and a feed-forward network. Attention layers are
used in three different ways in the Transformer: 1) self-attention
layers in the encoder that use keys, values, and queries from the
previous encoder layer, 2) self-attention layers in the decoder that
work similarly, and 3) "encoder-decoder attention" layers that use
keys and values from the encoder and queries from the decoder.
According to Vaswani et al., the Transformer can be trained much
faster than RNNs.

4.2 Transformers
4.2.1 GPT. From the Transformer architecture was born all the
LLMs of the present day. Generative Pre-trained Transformer (GPT)
is a LLM that is based on the Transformer architecture, founded by
OpenAI in 2018. It has had iterations of GPT-1, GPT-2, GPT-3, and
GPT-4, each an improvement of its predecessor. GPT-3 improved
GPT-2 with its number of training parameters, going from about 1.5
billion parameters to 175 billion, as well as being able to generate
computer programs. GPT-4 is also able to parse image inputs [60].
GPT differs from other Transformer models in that it undergoes
both pre-training and fine-tuning before a final task-specific fine-
tuning step. It also uses a multi-head self-attention mechanism so
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Fig. 7. Transformer architecture from [67]

it can focus on different parts of the input simultaneously [27]. To
overcome a Transformer limitation of the order of input elements,
GPT uses positional encodings. GPT also has a "layer-wise structure",
a stack of layers that each has its own parameters, as shown in Figure
8.

4.2.2 BERT. BERT, Bidirectional Encoder Representations from
Transformers, was introduced in a paper in 2019 by Devlin et. al
[23]. This novel approach uses bidirectional training of text by
looking at the full input from both the left and the right directions.
BERT uses a "masked language model" (MLM) to mask some of the
input tokens, then predict the masked token based on the context.
BERT is made up of two major steps: pre-training and fine-tuning.
Pre-training involves unlabeled data where fine-tuning uses the pre-
trained parameters and the output labeled data. Both these steps
use a unified architecture, a "multi-layer bidirectional Transformer
encoder". BERT is an encoder-only model, predicting tokens based
on the input data and the context from both sides of that data, as
shown in Figure 9.

4.2.3 RoBERTa. Robustly Optimized BERT Approach (RoBERTa)
is an advanced version of BERT where the model was trained for a

Fig. 8. GPT architecture from [41]

Fig. 9. BERT architecture from [23]

longer period of time and on longer sequences, the next sentence
prediction objective was removed, and the masking pattern applied
was changed [44]. Liu et al. [44] described the masking pattern
used as "dynamic" as compared with the static pattern used by
BERT, generating the masking pattern for every input sequence.
The authors also described the Next Sentence Prediction (NSP) loss
used in BERT where the model predicts if input segments are from
the same or different documents. Liu et al. proposed that NSP loss
was not as crucial as claimed, doing experiments on segments with
and without NSP loss. Results showed that the best performance
occurs with input sequences from a single document and without
NSP loss. The authors concluded that RoBERTa outperforms BERT
with its use of longer training time, bigger training batches over
larger training sets, removing the NSP loss, and using dynamic
masking.

4.2.4 BART. In 2019, Lewis et al. [42] introduced BART, a LLM that
combines an encoder and a decoder into the architecture, combining
BERT and an auto-regressive Transformer model. BART uses a
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noising function to randomly shuffle the original text order as well
as masking arbitrary lengths of the input text. It uses a bidirectional
encoder similar to BERT, then a left-to-right decoder similar to
GPT. BART is trained by corrupting documents, then reconstructing
them and examining the difference to produce the loss function.
The text corruption could be token masking or deletion, sentence
permutation or rotation, or text infilling. Results showed that token
masking was the most successful form of pre-training, as well as
left-to-right pre-training.

4.2.5 Llama. In 2023, Meta AI came out with a novel LLM called
Llama, with a couple iterations of Llama-1 and Llama-2 [66]. These
models range in parameter sizes of 7 to 70 billion, train on more
data and longer context length, and use an optimized Transformer
architecture. As shown in Figure 10, Llama uses a Root Mean Square
Layer Normalization (RMSNorm) instead of a traditional normal-
ization layer, making it computationally simpler and more efficient.
Llama also does the normalization step before other major layers
instead of after, adding to training stability. Another architectural
difference in the Llamamodel is the use of a grouped-query attention
method (GQA) instead of a multi-head or multi-query method dur-
ing the attention layer. GQA produces similar results to multi-head
attention but is similar in speed to multi-query attention.

Fig. 10. Llama-2 architecture from [3]

4.2.6 Claude. Claude is a LLM developed by Anthropic in 2023
that is based on the Transformer architecture, but also uses a novel
Constitutional AI to train the model using ethical principles as its
guide [39]. It uses unsupervised learning as well as reinforcement
learning with human feedback (RLHF), then adds in the additional
constitutional AI layer. The constitutional layer is used during the
supervised learning phase as well as during the reinforcement learn-
ing phase, as shown in Figure 11.

4.2.7 Gemini. Gemini, formerly known as Bard, is a LLM developed
by Google. Reid et al. presented this LLM in a paper, calling it

Fig. 11. Claude architecture from [8]

a "multimodal mixture-of-experts model" [56]. With millions of
tokens, Gemini (Generalized Multimodal Intelligence Network [51])
is able to parse input from text, video, images, audio, graphs, and
3D sources, encoding the various inputs into a format the model
can understand agnostically. The decoder is able to decode into
the modality of choice by the user. The multimodal encoder and
decoder allow the model to eliminate a fine-tuning stage. See Figure
12.

Fig. 12. Gemini high level architecture from [12]

4.3 Recent advances
In more recent work, advances are being made in LLM research
to improve performance, dependability, and content. This section
describes new LLM models and techniques of Retrieval Augmented
Generation, TinyLlama, knowledge graphs, RAISE, AnyGPT, and
AttentionLego.

4.3.1 RAG. In a paper by Fayyazi et al. [57], encoder-only and
decoder-only models were used in conjunction with Retrieval Aug-
mented Generation (RAG) to study the accuracy of models in the
cybersecurity field and their analysis of "cyberattack procedure
descriptions". The authors discussed the tendency of LLMs to hallu-
cinate and output incorrect data, so RAG techniques were used to
give the model the most relevant documents as further input from
a vector database. The research involved testing output on encoder-
only LLMs, decoder-only LLMs, and using RAG with decoder-only
LLMs.

For encoder-only LLMs the authors used RoBERTa and SecureBERT,
fine-tuning them with curated cybersecurity data. For decoder-only
analysis, the authors used GPT-3.5-turbo-1106 and a generic prompt:
"You are a cybersecurity expert. Knowing that «procedure», what
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MITRE ATTCK tactics will a cyber adversary achieve with this tech-
nique? Please only respond with the MITRE ATTCK tactics you are
certain about."

When adding RAG, the authors inserted into the prompt three pro-
cedures similar to the procedure under question. The analysis done
involved both "recall" and "precision", how well the model was
able to map the input to the correct output while keeping a low
hallucination rate. Results showed that SecureBERT performed bet-
ter of the encoder-only models, while decoder-only plus RAG out-
performed decoder-only. The authors found that the encoder-only
model performed better for precision, while the decoder-only model
performed better for recall, showing that hallucinations tend to
come from the decoding stage. Fayyazi et al. also found that RAG,
while helpful, can also be a distraction in the model’s output, caus-
ing it to focus too much on the extra content provided. Overall the
authors concluded that the decoder-only LLMs with RAG performed
the best, but noted that encoder-only LLMs required fewer resources.
It was also proposed that LLMs of the future should "improve preci-
sion without compromising recall", allowing for less hallucinations
while correctly interpreting cybersecurity procedures.

4.3.2 TinyLlama. Zhang et al. [73] created an open-source model
called TinyLlama, based on the Llama 2 model but small in size.
This work focused on training a smaller model on a large number
of tokens, specifically 1.1B parameters and 3 trillion tokens on a
Transformer decoder-only model. TinyLlama was pre-trained on
950 billion tokens with a mixture of natural language and code data.
The architecture was similar to Llama 2 while including a grouped-
query attention layer so key and value data could be shared across
multiple heads. There were also speed and attention optimizations
made in the architecture. The authors found that this smaller model
performed as well as competitors, but with the smaller architecture
would be an excellent use for mobile devices or for testing new LLM
ideas.

4.3.3 Knowledge Graphs. In another work, Pan et. al [53] reviewed
the idea of LLMs and Knowledge Graphs (KGs) as a way of adding
more knowledge to the LLM. The authors explained that LLMs tend
to be "black-box models" while KGs are difficult to evolve, so it was
proposed to combine the two ideas into one, a KG-enhanced LLM.
Due to the lack of "factual knowledge", LLMs can struggle with
recalling facts and therefore generate hallucinations instead. The
authors explained that KGs can be created with domain-specific
content to help the LLM be more dependable. The pros and cons of
both LLMs and KGs are shown in Figure 13.

In the paper by Pan et. al [53], the authors described three varia-
tions of combining LLMs and KGs: a KG-enhanced LLM, a LLM-
augmented KG, and a synergized LLM plus KG, as shown in Figure
14. KGs are able to store structured knowledge in the form of triples
that represent the entities and their relations. KGs are often filled
with encyclopedic content, domain-specific content, common sense
content, or multi-modal content. A KG-enhanced LLM could utilize
a KG in the pre-training or the inference stages of a LLM, depending
on the application. The authors also researched involving a KG in
the process of trying to understand the inner workings of the LLM.
LLMs could complement KGs by adding encoding and embedding

Fig. 13. LLMs versus KGs from [53]

functionality to the KG. LLMs could also be used in the various
stages of creating a KG. Lastly, the authors researched a synergized
LLM plus KG approach with LLMs understanding natural language
and KGs being the knowledge base. One approach researched used
a T-encoder to encode the input, then a K-encoder to encode the
KG, then fused the encodings together for a "synergized knowledge
representation". Another approach researched was "synergized rea-
soning", where the model could reason using both LLMs and KGs.
The architecture could include a separate encoder for the LLM and
the KG, then an additional reasoning module. The architecture could
alternatively include the LLM as an "agent for reasoning" on the
KG.

Fig. 14. LLMs with KGs from [53]

The authors concluded with some future direction in the area of uni-
fying LLMs and KGs. KGs could be used to help detect hallucinations
in LLMs. KGs could also help with editing the internal knowledge
inside LLMs. LLMs could be used to add multi-modal support to
KGs. A final note made by the authors was to truly integrate LLMs
and KGs by developing a KG structure that can be directly input into
the LLM. Combining the understanding of natural language with
that of structured knowledge representation could benefit many
diverse applications.

4.3.4 RAISE. Liu et al. [43] introduced an architecture to help with
the integration of LLMs and conversational agents called RAISE,
Reasoning and Acting through Scratchpad and Examples. RAISE
was based on the existing ReACT framework [71] but added a "dual-
component memory system" to help with short-term and long-
term memory abilities for more continuous dialogue. The authors
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performed their analysis in the real estate domain but concluded
that RAISE could be used in any context. Results showed that adding
examples and scratchpads to the existing ReACT framework were
effective, and that fine-tuning was a better approach than prompting.
The architecture of RAISE is shown in Figure 15.

Fig. 15. RAISE architecture from [43]

4.3.5 AnyGPT. Zhan et al. [72] proposed a multi-modal LLM so-
lution called AnyGPT that could generate any modality from any
modality. This idea would allow for input speech, text, image, and
music to each be encoded and decoded in discrete ways, while leav-
ing the existing LLM architecture unmodified. The authors used
training data made up of 108k conversations that included multiple
modalities, conversations that included text, speech, images, andmu-
sic. AnyGPT was not fine-tuned or pre-trained for its experiments,
using a zero-shot model and showing more general results. By using
discrete representations of all the modalities, the authors showed
that adding new modalities would be seamless. Results showed that
AnyGPT worked well in all the cross-modal experiments performed,
and that using discrete representations of all the data was an effec-
tive way to unify all the modalities. The AnyGPT architecture is
shown in Figure 16. The authors described limitations of the work,
including its novelty and therefore a lack of benchmarks in the area.
AnyGPT had a higher loss compared to models that train on a single
modality and could be trained on longer content and more enhanced
tokenizers.

Fig. 16. AnyGPT architecture from [72]

4.3.6 AttentionLego. Cong et al. [21] described a novel self-attention
accelerator called AttentionLego that uses Processing-In-Memory

(PIM) technology to help with the I/O bandwidth demand that LLMs
enforce and helping with efficiency. The authors proposed Atten-
tionLego to be a building block for "spatially expandable LLM pro-
cessors". PIM technology allows for the processing units and the
memory to be located on the same chip, therefore eliminating the
transfer of data between them. AttentionLego is comprised of five
parts: the input process module, the score module, the Softmax
module, the Direct Memory Access (DMA) module, and the top
controller. The architecture of AttentionLego can be seen in Figure
17.

Fig. 17. AttentionLego architecture from [21]

5 DEPLOYMENT
Once a LLM is built, there are deployment strategies to consider to
minimize latency, cost, resources, and privacy concerns. The actual
hardware on which the model runs as well as the parameters of the
model will affect its cost and speed. The model should have enough
capacity to run as well as be scalable for different use cases. Data
must be unbiased and secure [16].

When considering deployment challenges, there are several aspects
of the LLM. Generating a response from the LLM can have a high
latency depending on the requested task. The length of the input
prompt can also affect the amount of work the LLM has to do since
the longer the prompt, the more input tokens have to be created
and sent into the model. Some models keep a key/value cache of
previously generated tokens, but this requires more memory. Two
main challenges to keep in mind are the LLM memory requirement
and choosing the best scheduling strategy for the LLM to respond
optimally [14].

In a typical LLM, memory is needed for the model parameters,
caching, retrieval augmented generation requirements, and input
tokens. To help reduce memory requirements, model compression
can be done with distillation, pruning, or quantization. In quantiza-
tion, the model weights are represented with lower precision values,
such as using one byte instead of four. Attention layers can also
be optimized to reduce the amount of data movement. Scheduling
of requests can also be optimized for the best user experience, for
example by doing batch level scheduling, batching requests and han-
dling them at the same time. Iteration level scheduling is a process of
scheduling tokens one at a time, adjusting batch sizes dynamically
depending on the request [14].
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Memory bandwidth is also a concern since constant data movement
across GPUs will affect performance. Data parallelism can help the
model handle more requests as they are sent in parallel, but the
model must fit on a single GPU. For multiple GPUs, tensor paral-
lelism can be used to split the model such that each GPU computes
part of the result, then all the partial results are synchronized in
a final step. Pipeline parallelism is another splitting approach that
does not require synchronization but instead the GPUs work as a
pipeline, passing output from one GPU to the next GPU as input.
There can be a decrease in throughput, though, since the GPUs have
to work serially [14].

In a novel paper by Park et al. [55], the authors introduce Any-
Precision LLM to reduce the deployment costs of multiple LLMs
of different sizes. The authors proposed a solution of overlaying
varying LLMs into one memory footprint of the largest bit-width
LLM. The authors noted that to achieve this LLM, Any-Precision
quantization needs to be improved and a GPU that can do quan-
tized matrix-vector multiplication needs to be developed. A novel
approach was proposed that the authors called "incremental upscal-
ing", shown in Figure 18.

Fig. 18. Incremental Upscaling from [55]

The authors also proposed a bitplane-based representation of the
model’s quantized weights, as opposed to a more commonly used
bitpacking-based representation, as shown in Figure 19. With this
variant representation, Any-Precision LLMdeployment can be achieved
more efficiently since any runtime request would load only the
specified amount of bits needed. The authors concluded that Any-
Precision LLM would be both memory-efficient and cost-saving in
the deployment of multiple varying-sized LLMs.

Fig. 19. Bitpacking versus bitplane from [55]

Overall, the deployment of a LLM must consider the complexities
of the model, the cost, the performance, and security and privacy
concerns. Before deployment, security assessments should be per-
formed to identify any vulnerabilities in the LLM [62].

6 USE CASES AND CHALLENGES
Artificial neural networks are in use more today than ever before;
research into their architectures is ongoing. In this section, some of
the architectural decisions will be compared and contrasted look-
ing at the pros and cons of various models as well as their use
cases.

In general, LLMs have been hailed for being able to deliver gen-
eral knowledge and perform language processing. LLMs enable the
automation of data generation as well as the ability to develop an
understanding of language context. LLM parameter and pre-training
datasets continue to grow, helping the overall model performance
and accuracy. On the flip side, LLMs are computationally expen-
sive, causing a large carbon footprint and an expense that smaller
companies cannot afford. As the model architectures become more
complicated, so does the understanding, making the model more
of a black box. Because LLMs tend to learn generalized knowledge,
they also lack domain-specific or new and evolving knowledge. The
models can also have hallucinations, producing inaccurate or of-
fensive results. There are ethical and privacy considerations that
need to be considered, too [34]. For models that add a fine-tuning
layer for domain-specific tasks, there is much more data required
for training which can lead to overfitting of the model to the narrow
fine-tuned data.

6.1 RNN
Recurrent neural networks (RNNs) are best suited for sequential
data analysis, for example doing translations of text from one lan-
guage to another or doing time-series prediction. Data in a RNN
from the previous step is passed into the next step, so the network
can remember all the information through time. RNNS, though,
are slow to train, cannot handle long sequences, and have an "ex-
ploding gradient" problem where the slope of the gradient grows
exponentially because the model weights get too large [1]. The
Long Short-Term Memory (LSTM) variation of the RNN is able
to overcome the exploding gradient problem because it works to
"read-write-and-forget", reading the input data and only saving the
most useful information for predicting the output. It is able to keep
memory over longer sequences, but it is still slow to train and is
more complex with additional gates. Both RNNs and LSTM net-
works are sequential and therefore do not make use of the parallel
computation of modern GPUs.

6.2 Transformer
The Transformer architecture is a neural network architecture that
overcomes slow and sequential formats of the RNN. The Trans-
former is faster because it can pass input into its encoder and de-
coder in parallel. It does not have the concept of a time step as it
determines word embeddings and context simultaneously. Different
from the previously mentioned neural network architecture, the
Transformer does not use recurrent layers but instead the attention
layer as its fundamental layer. This layer allows the Transformer
to pay more attention to the input data that is the most meaning-
ful. This layer allows the model to preserve the overall context of
the input, unlike RNNs and LSTM. However, Transformers are also
more expensive and use more memory. They are more complicated,
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making it very difficult to gain insight into how the model produces
its output [52]. Transformers need to be pre-trained on massive
amounts of labeled data to be able to learn effectively.

6.2.1 BERT. BERT uses the Transformer model but with encoders
only, pre-training the model with data, then fine-tuning it for a
specific task. Fine-tuning uses supervised learning where the input
is both a question and a passage with the answer, the output is only
the answer. This fine-tuning step makes BERT a useful model for
handling specific tasks. BERT excels in tasks such as text classifi-
cation because of its bidirectional nature. It also was a forerunner
in transfer learning methods with its fine-tuning step. A weakness
of BERT is how it accomplishes tokenization, splitting words into
sub-tokens which could cause a loss of context. BERT also is very
computationally expensive, especially during the fine-tuning stage
[35]. BERT is used for text categorization, sentiment analysis, ques-
tion and answering, and language modeling.

6.2.2 RoBERTa. RoBERTa is a "robustly optimized" version of BERT,
training with more data and for a longer training duration. This
helpswith contextual understanding and generalization of themodel.
RoBERTa, however, still has the sub-token weakness of BERT, and
is also resource intensive [35]. Like BERT, RoBERTa is used for text
categorization, sentiment analysis, question and answering, and
language modeling.

6.2.3 GPT-3. GPT-3 uses the Transformer architecture, but with a
decoder-only model working in an auto-regressive way such that
only the tokens of the past can be seen at any one time. It prepares
the model with 175 billion parameters, allowing for capabilities in
language translation, question answering, and text generation [35].
It is able to understand context as well as generalize. Given some
input, the model generates output, then calculates the error between
the actual and expected outputs, updating the model’s parameters
and weights with this error difference. GPT-3 has a maximum input
length of 2048 tokens, each one represented as a vector that travels
through 96 layers of Transformer decoders processed sequentially
in smaller chunks. It performs both pre-training and fine-tuning,
allowing it to have knowledge and work well on specific tasks.
GPT-3 also utilizes 0-shot, 1-shot, and few-shot learning where the
input prompt includes zero, one, or more than one example with
the prompt. Weaknesses of GPT-3 are related to its enormous size
which makes it expensive to train and to deploy. GPT-3 also relies
on patterns in the data so can be factually incorrect in its responses.
This powerful model also still needs to consider ethics, privacy, and
harmfulness in its responses. GPT-3 has been used as a chatbot,
for personal recommendations, for text and code generation, for
language translation, for searches, and much more.

6.2.4 BART. BART is a combination of BERT and GPT, a Trans-
former architecture with both an encoder and a decoder. BART was
shown to perform similarly to RoBERTa, but needs more explo-
ration in how it corrupts the input documents during pre-training.
BART has been used for document summarizations and creating
grammatically correct output from noisy input [63].

6.2.5 Llama. The Llama architecture follows a decoder-only Trans-
former model while including a pre-normalization step, an extra

activation function, and a "Rotary Position Embedding (ROPE)" to
give it better performance [30]. The newest Llama-2 model has up
to 70 billion parameters, trains on 40% more data and more con-
text length than Llama-1, and adds a fine-tuning step. Llama is also
cognisant of the carbon footprint, reducing the CO2 by 100 tons.
It is being shown to outperform GPT-3 with less parameters and a
smaller architecture but more training data. Like GPT-3, though, it
is large in size and therefore expensive to run, possibly making it
not as accessible to some users. Llama-2 is used for generating safe
and non-harmful text as well as doing text summarization.

6.2.6 Claude. Claude is an architecture that is based on a Consti-
tutional AI paper and is completely self-supervised with no human
involvement. It is fed the rules of the constitution, then performs
reinforcement learning. It can process up to 200,000 pieces of infor-
mation at a time, making it able to hold more context and hold longer
conversations as a chat agent. Claude 3 is not able to understand
code or generate images, and it also puts limitations on persona
modeling to ensure that it is following the constitution [31]. Like
other models, Claude is used for content generation, classification,
and search.

6.2.7 Gemini. Gemini uses a novel multi-modal encoder and de-
coder as part of its architecture, allowing for varying types of output
nomatter what the input type. This facilitates communication across
the modalities throughout the process. For example, Gemini can
take an image as input and output a textual description of that image.
It is able to process "multiple millions of tokens" [56], allowing it
to respond accurately and precisely. Gemini is used for text pro-
cessing, generation, and translation, but also for image and video
understanding, and multi-modal reasoning.

6.2.8 Most recently. In more recent models reviewed, suggestions
were made by authors that would increase model accuracy, general-
izability, and performance. Zhan et al. [72] described AnyGPT as
being capable of going from any modality input to any modality out-
put, making it more generalizable. However, their performance data
was so novel that there were not other comparable benchmarks to
truly measure against. Cong et al. [21] described an advanced atten-
tion layer, AttentionLego, that would co-locate the processing units
and the memory on the same chip, reducing the data bandwidth and
increasing performance. This Processing-In-Memory technique is
both power and energy saving but needs more quantitative analysis.
Zhang et al. [73] proposed a smaller scale Llama architecture dubbed
TinyLlama, making speed and attention optimizations to the Llama
architecture. This model was found to perform well but would be
better suited for smaller devices such as mobile.

To help improve model accuracy, Pan et al. [53] suggested the in-
termingling of a LLM and knowledge graphs that are easier to
comprehend. With the use of KGs, it would be easier to detect hal-
lucinations and inaccuracies in the model, then easier to update
the internal knowledge. The authors suggested a model that could
directly interpret a KG as part of its training data. Liu et al. [43]
proposed adding examples and scratchpads to the model training
as well as to the fine-tuning stage to increase model accuracy. This
work was specifically done in the real estate domain, but the au-
thors called for its use in other domains, too. Fayyazi et al. [57]
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proposed adding a vector database of relevant information in addi-
tion to training data, known as Retrieval Augmented Generation, to
improve the model’s accuracy. This work was done in the cybersecu-
rity domain, enhancing the model with a database of cybersecurity
procedures.

In a novel paper by Xuchen Suo [65], the issue of prompt injec-
tion attacks in LLMs was reviewed, suggesting a "Signed-Prompt"
method to encrypt the important commands of the input prompt so
it cannot be attacked. This model would include an encoder module
to sign the user instructions as well as LLM modifications to be able
to understand the signed instructions, thus differentiating between
legitimate users and external attackers (see Figure 20). The authors
proposed more research in this defense strategy area of LLMs, en-
hancing existing strategies as well as improving the performance of
"Signed-Prompt".

Fig. 20. Signed-Prompt Example from [65]

7 DISCUSSION AND FUTURE WORK
In most of this literature review, we have looked at papers surround-
ing various LLM architectures from past years as well as recent work.
Each architecture has advantages and disadvantages, and each new
LLM release attempts to address disadvantages while introducing
new benefits in a novel way.

Starting with the recurrent neural network (RNN) with an encoder,
decoder, and hidden layers [19], this architecture contains a sequen-
tial format and the ability to remember or forget information, thus
capturing both long-term and short-term dependencies. This archi-
tecture works well for translation tasks, but its sequential nature
poses limitations as the input lengths grow and require batching
due to memory constraints.

The novel Transformer architecture [67] offers a solution that re-
moves the recurrence of RNNs and adds attention mechanisms. This
architecture is parallelizable and takes less time to train. The con-
stant number of sequential operations make the attention layers
faster than recurrent layers that have variable sequential opera-
tions.

All the models researched in this paper are then based on the Trans-
former, each adding a unique spin to the model. Models select the
components that are best suited for a particular use case, such as
a decoder-only Transformer, an encoder-only Transformer, or a
combination. Models use varying numbers of parameters, train on
varying amounts of data, and train on varying context sizes and
lengths of time. Each of these choices affects the model complexity,
cost, efficiency, and ethical considerations. Some models are open
source and train on publicly available data while others are more of
a black box. The data quality used in pretraining is crucial as it could

introduce biased or harmful output from the model. Due to the black
box nature of LLMs, the output can be difficult to explain. Adding
more visibility into how a model is generating its output could be a
major factor in reducing harmful and biased results.

Related to the data, a common limitation of the researched LLMs is
the difficulty in updating the model with the most current knowl-
edge. When a model needs to be updated with new knowledge, it
requires more pretraining and more fine-tuning. Fayyazi et al. [57]
suggested a Retrieval Augmented Generation (RAG) system where
new knowledge could be retrieved from a database at various stages
of the architecture before the final output response is generated.
Perhaps RAG could be added to both the prompt and the fine-tuning
stages for optimal recall and precision. Pan et at. [53] explored the
idea of enhancing a LLM with knowledge graphs that could hold
domain-specific up-to-date knowledge, allowing the LLM to access
the latest knowledge without retraining. Liu et al. [43] enhanced a
conversational LLM agent with external tools to guide the LLM in
its reasoning.

Another common limitation of LLMs is the tendency for hallucina-
tions, where the LLM outputs contradictions or non-sensical infor-
mation. This can be mitigated with clear and specific prompts as
well as with adjusting LLM parameters that control the randomness
of the output. The work of Fayyazi et al. [57] and of Pan et al. [53]
offer possible solutions with their domain-specific knowledge injec-
tions into the prompt or the fine-tuning stages. More studies could
be done in the area of prompt engineering, researching the LLM
prompts in an effort to produce the most accurate output. Prompts
can include zero or more examples, too, offering the model guides
to imitate with an effort to reduce hallucinations.

Detecting hallucinations is a manual process that can no longer
scale with the amount of context LLMs are producing. Models like
Gemini [12] and AnyGPT [72] are multi-modal, allowing for the
generation of text, audio, video, music, and more. As LLMs continue
to expand, these hallucinations need further consideration to ensure
safe, accurate, and unbiased content is being generated. One thought
would be to create LLMs that work in an adversarial way, where
one LLM generates content and the other validates it until there are
no more hallucinations.

In this literature review, we looked at papers surrounding various
LLM architectures from past years as well as recent work. To present
these papers, we first explained the history and fundamentals of
LLMs, followed by a deep dive into the development life cycle of a
LLM. We were then able to better present some well-known Trans-
former architectures, followed by very recent advances being made
in LLM architectures. Deployment strategies were discussed, fol-
lowed by the pros and cons of the various models. In reviewing
over ten LLMs in one paper, we were able to better understand
the differing architectures and nuances of each model as well as
the challenges faced. With this better understanding, we hope to
continue innovation in the field of LLMs.
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